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ABSTRACT 

The widespread of audio-visual online communication highlights 
the importance of enhancing their ability to transmit emotional 
color and personal experience. Non-verbal biometric cues and sig-
nals were recently recognized to convey such missing emotional 
context when added to virtual interactions. Motivated by that, we 
present a haptic system allowing for a biometric signal transfer 
in a fully touchless and seamless way. We utilize camera-based 
heart-rate signal readings and ultrasonic mid-air haptic technology 
to afect the audience with a temporal tactile pattern representing 
the speaker’s heart rate. We assess the usability and engagement 
enhancement of such a system in two user-studies involving one-
way communication, i.e., watching a short emotional video. Our 
analysis of biometric data and subjective responses hints toward 
changed values of arousal and valence as well as physiological 
responses when the haptic feedback was applied in a group of 
participants. Finally, we outline a further research agenda to con-
frm our observations with diferent emotions and communication 
scenarios. 
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1 INTRODUCTION 

In expressive communications, our words and body-language are 
coupled to changes in our psychological state. Our heart rate goes 
up when we feel anxious or uneasy. Our skin conductance and eye 
pupil size increases when we are aroused [49]. On the receiving 
end, the audience’s psychological state also changes, often reacting 
to or mirroring that of the source. Meanwhile, most digital commu-

nication platforms (e.g., audio and video calls) limit our capacity 
to express ourselves, thus reducing our ability to convey the pecu-
liarities of emotional color and personal experiences. As the world 
communicates increasingly using such online platforms (e.g., for 
remote work, video chat, metaverse, etc.) enhancing the emotional 
component of our audio-visual conversations through the haptic 
channel becomes evermore timely and relevant. 

Biosensing and biofeedback have been used extensively to im-

prove health [21] and performance arts [7]. Increasingly however, 
these are also used to enhance online communications and social in-
teractions. For example, subtle non-verbal cues such as respiration 
patterns, sweating or heart-rate biosignals which we are naturally 
capable of directly observing and interpreting in our everyday face-
to-face experiences, can also be shared online via some proxy, e.g., 
during a video call to enhance empathy, the sense of co-presence 
and intimacy as detailed in this recent review article [16]. 

Conventional audio-visual and text channels allow for a number 
of ways to transfer biosignals via soundscapes, direct memos or 
visual efects and shapes [13, 25, 35, 43]. However, as the latter can 
also lead to a distraction from the actual context of communication, 
haptic interfaces have been proposed to serve as an alternative 
medium to transfer biosignals exhibiting temporal variability [9]. To 
that end, a number studies have explored the use of contact haptic 
interfaces (wearable or tangible objects) to communicate emotional 
afect, social touch, or biosignal transfer [15, 16, 27], however very 
little has been done using non-contact haptic interfaces such as 
ultrasound mid-air haptics [2, 8, 42]. 
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Ultrasonic mid-air haptics (UMAH) is an emerging technology 
that uses ultrasound speakers to induce a vibrotactile sensation on 
the user’s skin from afar; no controllers or wearables needed (see 
recent review [44]). The majority of the literature has leveraged 
this technology to provide haptic feedback to the user’s palms and 
fngertips as tactile confrmation to some hand gesture input during 
system interaction, while few papers have targeted other parts of 
the body such as the face [23] and arms [20]. UMAH is completely 
non-intrusive and hygienic, UMAHs have a large haptic sensation 
space that we can explore going forwards. UMAHs apply a variety 
of spatiotemporal haptic patterns, which could be linked to difer-
ent emotions. The advantage of using mid-air haptic technology to 
enhance expressive communications is potentially two-fold. Firstly, 
it does not require the use of wearables, haptic surfaces, or contact 
controllers, therefore enabling touchless (i.e., contactless, or teth-
ereless) interactions between a communication pair (one-to-one) 
or group (one-to-many). Secondly, past literature has demonstrated 
the ability of this technology to mediate a variety of emotions (e.g., 
happy, sad, excited, afraid) [42]. 

This paper presents a one-way (asymmetric) multisensory (audio-
visual-haptic) touchless communication system; a frst step towards 
our vision of enhanced two-way (symmetric) multisensory com-

munications. We thus report on a series of studies that compare 
physiological changes due to an emotional audio-visual (Case 1) and 
an audio-visual-haptic (Case 2) communication instance, i.e., when 
watching an emotional video message. Importantly, we chose to use 
two short videos taken from YouTube, therefore casting a wider net 
but also introducing several uncontrolled factors. Two user studies 
were then performed during which we measured Heart Rate (HR), 
Respiration Rate (RR), galvanic skin response (GSR), eye gaze and 
pupil dilation (PD) using a collection of appropriate measurement 
sensors. A variety of subjective questionnaires were also completed 
by our participants, namely, the Positive and Negative Afect Scale 
(PANAS) [50], the Social Touch Questionnaire (STQ) [26], and the 
Self Assessment Manikin (SAM) [4]. Our fndings suggest that the 
shared information of the speaker’s biosignals via mid-air haptic 
technology can afect the emotional engagement of the audience 
during multisensory virtual communication. 

We frst present the current state-of-the-art and related works 
(see Sec. 2), then provide a description of our experimental set-up 
and methods used (see Sec. 3). Details about the two user studies are 
then described (see Secs. 3.3 and 3.4) followed by their respective 
results and fndings (see Sec. 4). Finally, we focus on the limitations 
and conclusion of performed experiments (see Sec. 5). 

2 RELATED WORK 

Embedding physiological responses into human-computer interac-
tion (HCI) systems to perceive and modulate the emotional state of 
a subject has long been a topic of active research within the afective 
computing domain [2, 51]. With afective communication being an 
important part of the above paradigm, most studies have focused 
mainly on communicating perceived and interpreted emotional 
states. In fact, the direct sharing of non-interpreted biometric data 
in the context of experience communication emerged as a fairly 
recent topic [16]. While not directly interpreted, this additional 
deeply personal information has a potential to enhance the quality 

of remote and online communications. Namely, the displaying of 
ones heart-rate can result in increased trust, higher levels of engage-
ment or dependability [29, 39]. To that end, a number of studies 
have explored biosignal sharing via a variety of channels and de-
vices like smartphones (videochats [25]), smartwatches (avatars 
[36, 43]), computer screens (games [34]), virtual and augmented re-
ality goggles [34], audio [52], and haptic feedback (ambient display, 
[41], pedant [19], teddy bears [51], clothes [40], mid-air haptics 
[46]). 

Commonly observed and shared biosignals include heart-rate 
(HR), respiration rate (RR), skin conductance as measured through 
galvanic skin response (GSR) sensors or an Electrodermal activity 
(EDA) meter, body temperature and brain activity obtained through 
an electroencephalogram (EEG). Sharing heart-rate biosignals can 
increase the perceived level of intimacy stimulating closeness, in-
creasing higher communication engagement and understanding, 
and could prevent social stress [11, 14, 18, 22, 29]. This is related to 
a link between stress response and emotional arousal to increase 
in heart rate frequency and its variability [24]. Skin conductance 
(GSR) or Electrodermal Activity (EDA) is well known as a sensitive 
marker of emotion-related autonomic arousal [31]. It also provides 
quantitative data for the examination of emotion changes [10]. 

Haptic technologies are well known to allow for modulating and 
generating rich emotional responses. Rantala et al. [45] argue that 
afective haptics can dynamically reinforce (intensify) our feelings 
or reproduce (simulate) the emotions felt by someone else. The 
papers by Frey et al. [19] and Lee et al. [33] show how sharing 
personalised biofeedback and tactile sensations impact emotion 
recognition, creating intimacy and communication involvement. 
Chen et al. [9] explore the design space for multi-sensory heart rate 
feedback in immersive virtual reality, while Dey et al. [11] study 
the efects of sharing real-time multi-sensory heart rate feedback 
in immersive collaborative environments Kim and Schneider [32] 
describe how diferent types of tactile settings infuence user expe-
rience (UX), while MacLean et al. [37] what makes multisensory 
haptic interaction design so challenging. Finally, and perhaps the 
most relevant works to our study, the papers of Ablart et al. [1, 2], 
Obrist et al. [42], and Romanus et al. [46] use ultrasonic mid-air 
haptic technology to increase immersion, transfer and modulate 
emotions thus contributing to the overall experience quality. 

3 MATERIALS AND METHODS 

We are interested in asymmetric (one-way) communications, where 
there is a distinct source (speaker) and receiver (audience) pair. 
Further, these two roles are not reversible and there is no feedback 
in the communication between them. 

3.1 Elicitation video description 

In our setup, this translates to participants watching short videos of 
prerecorded actors, narrating a short emotional story. Two 3-minute 
YouTube videos were selected for this purpose, each containing 
male actors that share their sad story [28, 47]. In the frst video, the 
actor portrays a father transmitting an endearing farewell message 
to his dying son. In the second video, a diferent actor shares his 
story of loosing his son to the ongoing Palestine-Israel confict. 
These emotional videos were chosen to elicit psychophysiological 
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activation, enhance sense of belonging, and to empower the efect of 
social explicitly [17]. We note that while the main theme of the two 
emotional videos is similar (both sad stories about personal loss), the 
delivery and talking points are very diferent, therefore introducing 
uncontrolled uncertainties in our study however enabling a more 
real-world test case. 

3.2 Touchless biosignal communication setup 

During this one-directional experience the communication channel 
is enhanced with a mid-air haptic sensations (in Case 2 only) at 
the receiver end, and we are interested in understanding if that 
induces any additional physiological changes. To that end, we have 
performed two user studies and two conditions (Case 1 and Case 
2) as outlined in Figures 1 and 2. The frst user study (pilot) was 
a between-subjects study design where a total of 20 participants 
tested the two conditions. Ten participants experienced Case 1, and 
the other ten experienced Case 2. The study procedure followed 
four stages and lasted about 30 minutes from start to fnish. All par-
ticipants watched the same pre-recorded movie (Movie 1), but only 
half of them experienced Case 2 (movie with haptics). During the 
study, participants completed the subjective PANAS questionnaire 
and we recorded objective HR and GSR data using a collection of 
sensors. Further details and results from user study 1 are provided 
and discussed below. 

Following the analysis of the results from user study 1, we de-
signed a refned user study 2 where we would collect more data, 
from more participants. Also, we introduced a second emotional 
movie clip (Movie 2) thus enabling each participant to experience 
both conditions, i.e., a within-subjects study. A total of 36 partici-
pants went through the 7 stages of the second user study protocol 
during which they completed several subjective questionnaires 
(PANAS, SAM, and STQ), and we recorded several objective data 
streams (HR, RR, GSR, PD, Gaze) using additional sensors. The 
study procedure lasted about 60 minutes from start to fnish, and 
required each participant to watch two diferent movies, one with 
haptics (Case 2) and one without (Case 1). The experiences, movies 
and cases were randomised and counterbalanced among the partic-
ipants. Further details and results from user study 2 are provided 
and discussed below. 

3.3 User Study 1 (Pilot) 

3.3.1 Participants. We recruited 20 volunteers (mean age 20.2 ± 
0.68, 10 females, 10 males) as we wanted our data to have a balanced 
sex-ratio. Users reported that they were not under the infuence 
of any antidepressants or other drugs afecting their mental state 
in the last year, and they had no impairments to their sense with 
touch and had no stressful or particularly signifcant day. A group 
of 10 people (5 females and 5 males) underwent the experiment 
with Case 1, and analogously 10 people (5 females and 5 males) 
experienced Case 2. 

3.3.2 Study Protocol. The experimental procedure consisted of 4 
stages and was reviewed by the local bio-ethical committee. Na-
tional Covid-19 restrictions and safety protocols were followed 
throughout the study. 

Stage 1 Welcoming of the participant and Questionnaire. Partic-
ipants were presented with a consent form with information about 

the study and their data privacy. We then performed a heuristic 
analysis, in which we asked if the participant faced any stressful 
or extraordinary situation, which could infuence the behaviour 
during the experiment. We excluded participants with psychiatric 
disorders and under strong stress on the experiment day. Each of the 
participants flled the PANAS questionnaire about their emotional 
state before the experiment. 

Stage 2 (only for Case 2) Mid-air haptics familiarisation phase. 
Participants were asked to conveniently place their hand freely 
on a special tripod over the haptic device resulting in a constant 
distance of 30 cm from it. The distance was chosen subjectively to 
maximize the perception of the haptic feedback. 

Stage 3 Experience and objective data collection. Participants 
were seated comfortably in front of the screen, ftted with the GSR 
sensor, and were provided studio headphones. In Case 2 they also 
experienced a dynamic mid-air haptic pattern modulated by actor’s 
HR. For both cases, we measured participants biosignals during 
the experiment (HR and GSR). We divided each of the signals’ 
representation into two groups ś a baseline that reports the frst 
45 seconds of the experimental conditions, and the remaining 2 
minutes of the signals were considered as the experiment data. 

Stage 4. Questionnaire and Debrief. Just after the experiment, 
participants had to fll the PANAS questionnaire again to unveil 
any changes in their emotional state. We also had a debriefng talk 
to discuss what participants understood from the movie, if their 
feelings changed after watching it. If so, what could have changed 
their mood, what stimuli were the most signifcant for them in the 
context of the interaction. 

3.3.3 Study Setup. During Stage 3 of the study protocol, partici-
pants were seated comfortably in front of a screen, ftted with the 
GSR sensor on their right hand, and were provided studio head-
phones to isolate ambient and device noises, while also being able 
to listen to the video playback sound as shown in Figure 3. Dur-
ing Case 2, in addition to the usual audio-visual communication 
channels available during video playback (screen and headphones), 
the seated participant also experiences tactile feedback. The tactile 
feedback was generated by an Ultraleap STRATOS Explore (USX) 
device composed of a 16x16 ultrasonic transducers array which 
was enclosed inside an open top-box, on which the users could 
comfortably position their left palm on so as to receive the mid-air 
vibrotactile sensation. 

3.3.4 Case 2: Haptic biosignal transfer. The haptic pattern pre-
sented to the participant’s palm during Case 2 was a circle with a 
dynamically changing radius oscillating between 2 and 5 cm, fol-
lowing a square waveform (Figure 4c) ), similar to that used in [46], 
as shown in Figure 4. The frequency with which the circular haptic 
pattern oscillates (or beats) was related to the HR biosignal of the 
actor in the video. The actor’s HR was extracted from the video 
using the Bisosense SDK [3] that observes slight skin color changes 
and motion in the video feed, a technique also referred to as remote 
photoplethysmography (rPPG). The actor’s HR was then quantized 
(see Figure 4b) ) and used to set the beating frequency of the haptic 
circle pattern: Actor HR below 60 BPM were haptically presented 
to the participant’s palm at 60 BPM by the USX device. The 60-80 
BPM range was presented at 80 BPM, and the 80-100 BPM range 
was presented at 100 BPM. Actor heart-rates above 100 BPM were 
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Figure 1: Study design protocols for User Study 1 and User Study 2. 

Figure 2: Two Cases applied in the experiment. In the Case 1 participants watched a video with audio-visual stimuli. In the Case 
2 participants watched the video with biosignal transfer via the mid-air haptic device. The tactile pattern pulsed in accordance 
with the heart rate of the person in the video which was extracted in an ofline phase and converted into a haptic pattern data 
stream. 

haptically presented to the participant’s palm at 120 BPM by the 
USX device. The quantization ranges were chosen empirically. 

3.3.5 Subjective Qestionnaires. Before and after the experiment, 
each of the participants was asked to fll out a self-report measure 
of afect using the PANAS questionnaire. This contained 10 items 

for positive feelings (e.g., excited, enthusiastic) and 10 items for 
negative feelings (e.g., irritable, ashamed) that can be rated on a 5-
point scale. The maximum score that could be reached is 50, where 
the higher score represents a higher level of afect. Additionally, 
after the experimental condition, we interviewed the participants 
to investigate the emotions felt during the experiment. 
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Figure 3: A) The study setup showing a participant with his left palm above the mid-air haptic device (enclosed in a box) and the 
right hand with the GSR sensors. B) Schematic showing Case 1, the participants only watched a video (audio-visual stimulation). 
C) Schematic showing Case 2, participants experienced video + mid-air tactile feedback in the form of a heart rate pattern. 

Figure 4: A - circular haptic pattern and its diferent sizes in reference to the heart rate frequency changes in User Study 2, B -
graph representing the frequency ranges defned to generate diferent sizes of haptic pattern, C - the haptic pattern size change 
in User Study 1, D - the haptic pattern size change in User Study 2. 

3.3.6 Objective Measurements. To analyse the engagement levels 
of participants we extracted their HR and skin-conductance. The HR 
was collected using the Bisosense SDK [3] which utilised a GoPro 
Hero 4 camera facing the participant. The skin-conductance was 
collected using a Grove GSR sensor with nickel electrodes attached 
to the right hand of each participant. The GSR signal obtained was 
fltered using a fourth-order Butterworth low-pass flter with a 
cutof frequency of 5 Hz and normalisation before further analysis. 

3.4 User Study 2 

3.4.1 Participants. Thirty six new participants (mean age = 21.2 ± 
5.8, 15 males, 21 females) were recruited, and the experimental pro-
cedures were approved by the local ethics committee. Participants 

reported that they were not under the infuence of any antidepres-
sants or other drugs afecting their mental state in the last year, 
and they had no impairments to their sense with touch and had 
no stressful or particularly signifcant day. All of the participants 
underwent the study experiment and experienced both cases and 
both movies. 

3.4.2 Study Protocol. The protocol for user study 2 was enhanced 
with additional stages. 

Stage 1 Welcome and Questionnaires. Similar to user study 1, but 
with participants also completing the STQ and SAM questionnaire. 

Stage 2 Mid-air haptics familiarisation phase. Unlike user study 
1, all participants were asked to experience the sensations displayed 
by the USX device. 
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Stage 3 Biosignals baseline measurements and calibration. Un-
like user study 1, baseline measurements of HR, RR, and GSR were 
collected right before the experience for 45 seconds using additional 
wearable biofeedback sensors. Also, a Tobii device was situated 
right under the screen and calibrated to each participant in order 
to collect gaze and PD information. 

Stage 4 Experience 1 and objective data collection. Participants 
experienced Movie 1 or 2 and Case 1 or Case 2, in a randomized 
and counterbalanced fashion. For both cases we measured a variety 
of participant biosignals. 

Stage 5 Break and Questionnaires. Participants competed the 
PANAS and SAM questionnaires after which they could take a 30 
minute break. 

Stage 6 Experience 2 and objective data collection. Participants 
experienced a diferent Movie and Case to that of Stage 4.. 

Stage 7. Questionnaires and Debrief. Similar to user study 1, but 
with participants also completing the SAM questionnaire. 

3.4.3 Study Setup. This was identical to user study 1 (see Figure 
3). 

3.4.4 Case 2: Haptic biosignal transfer. This was very similar to 
user study 1, however we updated the haptic pattern slightly. Namely, 
we smoothed the waveform of the beating circle pattern radius as 
seen in Figure 4 D, going from a square waveform to a sine. Maxi-

mum and minimum radii of the pattern as well as the quantization 
mapping of the diferent HRs were unchanged. 

3.4.5 Subjective Qestionnaires. In addition to the PANAS ques-
tionnaire, participants in user study 2 also completed the STQ and 
SAM questionnaires before and after the experiences as shown in 
Figure 1. The STQ contained 20 statements about diferent situa-
tions where touch played a major role. They consisted of positive 
ones (positive afect) such as petting animals, and the ones that 
could be described as uncomfortable (unexpected touch from oth-
ers, negative afect). We evaluated them among participants in 
the True/False scale asking whether they agree or disagree with a 
given statement. The score ranged between 0 and 10 for each afect. 
The SAM questionnaire contained three dimensions of afective 
emotional responses: valence, arousal and dominance. They were 
measured in the 5 degree scale with the values as follows: valence (1 
- happy, 5 - unhappy), arousal (1 - excited, 5 - calm) and dominance 
(1 - controlled, 5 - in self control). 

3.4.6 Objective Measurements. Additional biosignals were mea-

sured during user study 2 to analyse the participants engagement 
and monitor any changes in their physiological state. Namely, we 
used the Neurobit Optima+ 4 BT to gather the heart’s electrical 
activity measured with electrocardiography (ECG), electrodermal 
activity (EDA) and temperature changes in the exhaled air. This 
required electrodes to be attached to the participant’s hands and 
additional sensors to be placed under the nose. Following data acqui-
sition, postprocessing enabled us to extract the participants heart 
rate variability (HRV) and changes in skin-conductance which can 
be related to regulated emotional responses. To measure HRV we ex-
tracted the participant’s HR, the standard deviation of RR intervals 
(SDNN), the root mean square of successive diferences (RMSSD), 
the standard deviation of successive diferences (SDSD), and the 
median absolute deviation of RR intervals (MAD). The EDA signal 

was decomposed into its tonic and phasic components [5]. The 
former refers to the slower changing elements of the signal and the 
latter to the faster ones. Lastly we focused on the RR and estimated 
it by detecting the amount of peaks in the exhaled air tempera-

ture representing the intervals where breathing occurs. Breathing 
changes its pattern, rate and depth in response to emotional states. 

Gaze data was also captured using the Tobii Pro Fusion desktop 
eye tracker and Tobii Pro Lab software [48]. This set allowed us to 
easily collect, analyze and aggregate eye data (eyeball movement 
and PD) for further analysis and visualization. The device was 
mounted below the computer display so as not to obstruct the 
participant’s feld of view. To ensure good quality of recording it 
was necessary to calibrate the device before the data collection for 
each participant. For this purpose a pre-made calibration board with 
5 markers (four in each corner and one in the center of the board) 
was displayed on the monitor. Participants were instructed to look 
at successive points on the board and for each point a calibration 
measurement was taken. After calibration, we proceeded to record 
the actual data. The Tobii Pro Lab allowed us to calculate various 
metrics from the recording data, namely, saccade (a rapid movement 
of the eye between fxation points), fxation, glance or visit metrics. 
We were also particularly interested in measuring changes in the 
PD as it has been shown to be a measure of emotional arousal 
because it can refect among others a sympathetic nervous system 
response. 

4 RESULTS 

4.1 User Study 1 

4.1.1 Subjective Qestionnaires Results. Table 1 presents the PANAS 
questionnaire scores fulflled before and after the experiment and 
for Case 1 and Case 2. For both conditions, there is a decrease in 
the positive afect and an increase in the negative afect for all 
participants. However, we observe more negative experiences in 
Case 2, than it was noted in Case 1 (displayed in bold fonts in Table 
1). 

4.1.2 Objective Measurements Results. Table 2 and Figure 5 show-
cases the recorded HR values, the HR standard deviation and GSR 
tonic component values. It is important to note here that in this pilot 
study we used the frst 45 seconds of the recorded HR and GSR data 
as a baseline, and the following 135 seconds as the experimental 
data. While not ideal, comparing the two can give some indication 
of any physiological changes taking place during the experience. 
As observed in the table, the mean HR value increased signifcantly 
in Case 1, while in Case 2 the participants HR was already high dur-
ing the baseline. We attribute the high HR baseline to the mid-air 
haptic familiarisation phase in Stage 2 of our study protocol, which 
was only experienced by Case 2 participants. We also observe a 
rising trend when we analyze the HR standard deviation for both 
Case 1 and Case 2, however as we can see from Figure 5 a higher 
variability in HR SD is noticeable for Case 2 with haptic usage. 
Recall that higher HR variability is connected to higher arousal 
levels [6, 30, 38]. Finally, we observe a rise in the mean values and 
broader distributions of the GSR tonic component in Case 2, but 
no change in Case 1 (see Table 2, Figure 5. The increased trend of 
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Table 1: PANAS questionnaire mean scores for positive and negative afects. 

positive afect negative afect 

before after before after 

Case 1 Case 2 Case 1 Case 2 Case 1 Case 2 Case 1 Case 2 

31.91 29.82 30.00 28.45 22.58 18.45 23.50 22.27 

Δ +ve Afect Case 1 Δ +ve Afect Case 2 Δ -ve Afect Case 1 Δ -ve Afect Case 2 

-1.91 -1.37 0.92 3.82 

 

GSR tonic component is linked to stressful situations and a rise of 
arousal level. 

4.1.3 Discussion. In User Study 1 we have performed a subjec-
tive assessment of participants afects based on PANAS question-
naires as well as several objective measurements to explore the 
participants engagement during the experimental setup. The ques-
tionnaires results indicate that negative emotions increased in the 
presence of haptic feedback. The biosignal changes showed stronger 
participant reaction to the presented material in Case 2, than it was 
registered in Case 1. Refecting on the results of this pilot study, we 
decided that further measurements (objective and subjective) and 
more participants were needed to reach any conclusions, and also 
the study protocol should be adjusted to enable a within subject 
study comparison where all participants are exposed to the mid-air 
haptic familiarisation stage. These limitations and opportunities 
were addressed in user study 2. 

4.2 User Study 2 

4.2.1 Subjective Qestionnaires Results. Table 3 presents the dif-
ferences between PANAS questionnaire scores fulflled before and 
after the experiment and for each case for positive and negative 
afects. For both cases we observe a decrease in positive afect and 
increase in negative afect in reference to the marks flled before the 
experiment. Scores are averaged over both movies and experiences 
to enable direct comparison with Table 1. 

The SAM results are presented in Figure 6. From the results, it 
can be seen that in Case 2, participants show a greater decrease 
in arousal and valence than in Case 1. Before the experiment, the 
participants showed mostly happiness and peacefulness state (high 
valence) (Figure 6A). It might be caused due to familiarization phase 
with mid-air haptics, which happened before the experiment start. 
When we applied touchless haptic feedback to the experiment, 
participants became more sad and scared (Figure 6B), whereas 
without the haptics in the experiment, the dispersion in the arousal 
and valence of the participant was fairly similar around neutral 
emotion (Figure 6C). 

The STQ quantifes how likely each participant would touch their 
co-participant for diferent situations. The questions concerned 
positive and negative afects measuring behaviors and attitudes 
towards social touch. The mean score for assessing positive afects 
was 6.81 ± 1.75 and for negative afects was 5.16 ± 2.67. A low 
score implies avoidance of social touch for positive afects and 
the opposite trend for negative afects. The STQ results showed 
that participants exhibited a positive attitude towards touch at the 
beginning of the study 2 protocol. 

4.2.2 Objective Measurements Results. The participants emotional 
experience was assessed by the analysis of their measured biosignals 
(ECG, RR, gaze analysis, PD and GSR). The biosignals were applied 
to the preprocessing methods and parameterized to get features 
describing their variability. We further compared the changes in 
the registered signals to the baseline values separately in both 
cases. The results of calculated biosignals features are presented in 
Table 4. We compared the results in the registered signals in Case 
1 and Case 2. We performed Wilcoxon rank-sum test to compare 
the biosignals results with and without biosignal haptic transfer. 
The HR mean and standard deviation values were stable in values 
during the experiment run as well as in comparison to the baseline 
measurements for Case 1 and Case 2. Note that the baselines were 
measured before experiment 1, not during. The mean number of 
breaths per minute rose during the experiment in comparison to 
the baseline level in both cases. Recall that emotions like fear and 
anxiety can cause shortness of breath, leading to an increase in the 
number of breaths per minute. 

The mean SDSD value did not change much in Case 1, whereas 
in Case 2 it decreased more. The RMSSD increased in the Case 1, 
whereas in the Case 2 decreased. SDNN values were signifcantly 
lower in both Cases. The MAD parameter describing the variability 
of ECG data slightly rised in the Case 2, and decreased in Case 1. 
All the HRV parameters point a cardiac activity changes between 
both Cases. The variability of biosignals results for Case 2 point 
an enhanced emotional responding, what is typically linked to 
higher arousal levels [6, 30, 38]. For statistical analysis, Wilcoxon 
rank-sum test was used, cause non of the data represented normal 
distribution. 

A statistically signifcant efect was found only for the GSR signal 
and its tonic component (�<0.02). 

The biosignal results were expressed albeit at variable rates 
normalized to the [0-1] range to compare the location, dispersion, 
and shape of the data distribution of each biosignal. Looking at 
the box plot in Figure 7, the biosignals measured in Case 2 (with 
haptic) showed more outliers than in Case 1. GSR mean and RR 
mean results for both Cases and HR SD for Case 1 were skewed 
to the left (meaning that data contains larger values), whereas the 
rest of the measured biosignals was skewed to the right (meaning 
that data contain mostly low values) for both Cases. Only the MAD 
mean values for both Cases present symmetrical distributions. 

When we compare the interquartile ranges, that is, the box 
lengths, the HR mean and GSR tonic mean results are more dis-
persed in the Case 2, meaning that the physical reaction of HR and 
GSR was more variate when the participant experienced the haptic 
feedback. Less dispersed results in the terms of Case 2 are found for 
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Table 2: The biosignals results from ECG: heart rate mean value (HR mean) and standard deviation (HR SD); GSR sensor: mean 
value of tonic component. The results are presented for baseline measurement and for further run of the experiment in Case 1 
and Case 2. 

Case 1 Case 2 

HR 
mean 

HR 
SD 

GSR tonic 
mean 

HR 
mean 

HR 
SD 

GSR tonic 
mean 

Baseline 
Experiment 

62 
72 

2 
15.30 

0.46 
0.46 

74 
71 

3 
15.3 

0.51 
0.63 

Diference 10 13.30 0 -3 12.3 0.12 

Figure 5: Distribution of biosignals measured during the experiment in User Study 1 in terms of Case 1 (red) and Case 2 (blue). 
* p-value < 0.05 

Table 3: PANAS questionnaire scores for positive and negative afects. 

positive afect negative afect 

before after before after 

Case 1 Case 2 Case 1 Case 2 Case 1 Case 2 Case 1 Case 2 

31.33 33.14 28.39 29.91 15.83 15.18 17.00 15.93 

Δ +ve Afect Case 1 Δ +ve Afect Case 2 Δ -ve Afect Case 1 Δ -ve Afect Case 2 

-2.94 -3.23 1.19 0.75 

Table 4: The biosignals results from ECG: heart rate mean value (HR mean) and standard deviation (HR SD), mean values of 
SDSD, RMSSD, SDNN; GSR sensor: mean value of tonic component, respiratory rate sensor (RR mean): mean number of peaks. 
The results are presented for baseline measurement and during the experiment in Case 1 and Case 2. 

Case 1 Case 2 

HR HR RR RMSD HR HR RR RMSD 
mean SD mean mean mean SD mean mean 

Baseline 82 6 20.08 54.40 83 5 24.07 64.40 
Experiment 82 5 33.56 54.16 82 4 36.65 53.75 

SDSD mean 
GSR tonic 
mean 

MAD 
mean 

SDNN 
mean 

SDSD mean 
GSR tonic 
mean 

MAD 
mean 

SDNN 
mean 

Baseline 30.03 0.27 34.65 54.43 30.03 0.39 31.78 64.40 
Experiment 28.66 0.61 29.88 54.16 25.66 0.65 32.74 53.75 
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Figure 6: SAM questionnaire results for arousal and valence. A) Before the experiment. B) After audio-video stimuli with 
biosignal transfer using mid-air haptic (Case 2). C) After audio-video stimuli only (Case 1). 

HR SD and RR mean values, in comparison to Case 1. The overall 
spread shown by the extreme values at the end of two whiskers 
is larger for all of the biosignals results when the participants ex-
perienced the sensation of haptic feedback. This indicates a wider 
distribution in the results, that is, more scattered data. 

During the experiments, we recorded signals of gaze data. For 
each recording we calculated metrics such as mean number of sac-
cades, mean and standard deviation of pupil diameter (PD), time of 
1st saccades, total amplitude of saccades, time of 1st saccade, mean 
amplitude of saccades, mean velocity of saccades. The obtained pa-
rameter values are shown in the Table 5. Recall that a change in PD 
size may occur due to changes in psychological state. The mean and 
SD of the PD observed were similar in both conditions. Meanwhile, 
the mean amplitude and velocity of saccades, total amplitude of 
saccades, peaks velocity for 1st saccade, time for the 1st saccade, 
all decreased in the Case 2, in comparison to Case 1. This trend 
indicates that participants spatially focused their attention on the 
target, the person shown on the computer. Notably, the average 
peak velocity of saccades has also been proposed in the literature 
[12] as a good index of arousal. Therefore, these trends in the ob-
tained data are a promising indication supporting our hypothesis 
that a multisensory biosignal transfer induces some physiological 
change in the participants. Finally, Figures 8 and 9 show the gen-
erated heat maps for each recording. It shows that the users gaze 
was mainly directed at the actor’s eyes, nose and mouth, as well 
as the subtitles for movie 2. In both movies, the participants gaze 
became more focused in Case 2. 

4.2.3 Discussion. In User Study 2 we have performed further sub-
jective assessment of participants afects based on PANAS, STQ and 
SAM questionnaires as well as additional objective measurements 
to explore the participants engagement during the experimental 
setup which included 2 movies and 2 experiments in each run. Re-
sults and trends were in line with those observed in user study 1. 
Based on subjective measurements, participants in Case 2 showed 
a greater decrease in valence and arousal, than in Case 1. The ob-
jective measurements, like heart variability measures point cardiac 

activity changes between both cases. The gaze analysis showed 
that participants were more focused on the story shared in Case 2. 
Likewise in Case Study 1, the biosignals’ results showed stronger 
participant reaction to the presented material in Case 2, in compar-

ison to Case 1. Notably, most diferences between cases were more 
strongly observed when comparing the distributions of the various 
objective measurements as shown in Figure 7. 

Refecting on the results of this study, we note that the within 
subject experiment faces many challenges in analysing the two 
cases, since each participant experiences two diferent movies. This 
makes comparing results difcult and could potentially mask fur-
ther complexities and trends. These limitations and opportunities 
will be addressed in future work. 

5 CONCLUSION AND FUTURE WORK 

Based on recent literature, biosignals sharing might infuence the 
experience of social interactions, enhancing the communication 
experience and interpersonal relationships. To that end, we are 
interested in enhancing the emotional component of our online 
audio-visual conversations through the haptic channel. To that end, 
we have developed and tested a one-way (asymmetric) multisensory 
(audio-visual-haptic) touchless communication system. The system 
comprises of a pre-recorded video of a speaker telling an emotional 
story. The speaker’s heartrate is extracted using machine vision 
rPPG methods [3] and presented to the audience (study participant) 
using ultrasound mid-air haptic technology [8]. Thus, this multisen-

sory experience system is completely touchless and non-invasive. 
To study any psychological and physiological changes two user 
studies engaged a total of 56 participants who completed several 
subjective questionnaires while a plethora of objective physiolog-
ical measurements were recorded using appropriate sensors and 
instrumentation before and after the experiments (see Figure 1). 
Our results indicate that the additional biosignal transfer via the tac-
tile communication channel enhanced the physiological responses 
of the participants, therefore potentially also the experience trans-
fer or expressivity of the communication content. At the end of 
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Figure 7: Distributions of biosignals measured during user study 2 experiments in terms of Case 1 (red) and Case 2 (blue). These 
are averaged over the two movies shown. 
* p-value < 0.05 

Table 5: Gaze data results: mean value of average pupil diameter (PD mean) and standard deviation (PD SD), number of saccades 
(no saccades), peaks velocity for 1st saccade (PV for 1st saccade), total amplitude (ampl.) of saccades, time of 1st saccade, mean 
amplitude of saccades, mean velocity (V) of saccades). The results are presented for Case 1 and Case 2. 

Case 1 Case 2 

PD mean PD SD 
no 

saccades 
PV for 1st 
saccade 

PD mean PD SD 
no 

saccades 
PV for 1st 
saccade 

3.60 0.35 204.08 187.94 3.48 0.38 186.68 120.75 

total ampl. 
of saccades 

time of 1st 
saccade 

mean ampl. 
of saccades 

mean V 
of saccades 

total ampl. 
of saccades 

time of 1st 
saccade 

mean ampl. 
of saccades 

mean V 
of saccades 

575.66 791.94 2.81 129.11 483.86 355.68 2.56 121.78 

Figure 8: Gaze data heat map of Video 1, A - video screen shot, B - the gaze data heat map of Case 1, C - the gaze data heat map 
of Case 2. 
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Figure 9: Gaze data heat map of Video 2, A - video screen shot, B - the gaze data heat map of Case 1, C - the gaze data heat map 
of Case 2. 

these experiments, several participants stated that feeling the haptic 
biosignals indeed infuenced their arousal and valence levels. 

Despite our encouraging initial observations, our present inves-
tigation has raised more questions than answers, while also raising 
our awareness of the challenges associated with such studies. Impor-

tantly, we note the difculty of performing controlled experiments 
that enable comparisons within subjects due to the novelty efects 
of the emotional video context and the novelty of the mid-air haptic 
technology. We also note that our experiments used only negative 
emotional scenarios. Therefore, further experiments with opposite 
emotions and in symmetric communication scenario are needed to 
strengthen and broaden our investigations, but also note that fear 
(negative) is for example easier to induce than happiness. Finally, 
while our vision for two-way communications wants to leverage 
a touchless multisensory system, our experimental setup required 
participants to rest their palm on an open box in order to experience 
the mid-air haptics in a consistent way. We must therefore design 
interaction set-ups which consider human factors and ergonomics 
such that users can experience the haptic biosignal communica-

tion in a more natural and comfortable manner. This could help us 
fnd applications of biosignal transfer in other areas such as digital 
signage, immersive exhibitions, healthcare, or voice-calls in cars. 
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